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Our New Metric

To analyze the shape of our data,
we construct a simplicial
complex. We can now view our
data set as points existing on a
manifold.

A persistence diagram can be
turned into an activation

landscape curve, which we
denote as        [2]   

A persistence diagram captures
which topological features persist
the longest as we create the
simplicial complex.

The      norm of this curve
gives the topological

complexity of our data.  

Data has shape and that shape
has meaning [1]. We assume that
our data lives on a manifold. With
this we can measure the topol-
ogical complexity of our data at
each layer of the neural network
by forming simplicial complexes.

where        and      are the
adjustable weights and biases
and     is a non-linear activation
function. The weights and biases
are updated via back propagation
to improve model performance.

Although the method of training
a neural network (NN) is well
understood, how the data is
transformed within the NN is not.
We create a new metric that
measures the changing
topological complexity (TC) of
the data as it passes through the
layers of a NN.
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A neural network is a
composition of functions which
take vectors as input data.

Each function looks like, 

Above is a visualization of the MNIST dataset (images of
hand written digits) as they pass through the NN at several
epochs of training. The image data begins with high
topological complexity and as the model is trained the
complexity of the data reduces, distinguishing the classes.  
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The topological
complexity of a
neural network
can be found
with the activ-
ation landscape
at each layer of
the NN. Doing
this can give us
valuable insight
on the spatial
characteristics
of the data 

Average norms of activation
landscapes using a larger number
of training accuracy thresholds
with consecutive layers [2]

Our new metric measures how
the topological complexity of a
dataset changes as it is passed
through a NN. By building off the
norm of the activation landscape
as shown in [2] we can measure
the TC of the dataset at the
layer.

We then make a new function
which plots the TC and connects
them by lines. Our final metric is
the norm of this new function:

This measures how the
topological complexity of our
data changes as it passes
through the layers of our NN.

We hypothesize that during
training, the overall topological
complexity of a neural network—
averaged across all layers—
temporarily increases at
intermediate epochs before
decreasing towards final epochs.
Much like solving a puzzle where
pieces are first spread out and then
reassembled, a well-trained neural
network operates similarly.


